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Abstract
Hidden Markov Models or HMMs, are a relatively recent phenomenon for Arabic hand-
writing recognition. They are robust and efficient in classification. In this paper, an effort
has been made to further boost the recognition capability of HMM Based Arabic Opti-
cal Character Recognition Systems, by using a two-tier hybrid classification scheme. The
first tier consists of Part of Arabic Word or PAW, Based HMMs, and the second tier is a
k-Nearest Neighbor Classifier or KNN Classifier. The second tier receives its inputs from
the first tier. A second novel Hybrid Scheme is also examined. The recognition accuracies
of the proposed schemes have been compared to contemporary techniques and they show
an improvement in classification accuracy. HMMs have been implemented using the HTK
Toolkit. The database used has been obtained from the IFN-ENIT Database of Arabic
Words.

Keywords: Hidden Markov Models, Hybrid Classifiers, Arabic Text Recognition, IFN-
ENIT Database

1. Introduction
In the field of Arabic OCR, many different classifiers have been used for both printed
and handwritten text, e.g. Hidden Markov Models (HMMs) [1, 2, 3, 4], Recurrent Neural
Networks[5], Dynamic Bayesian Networks (DBNs) [6], K-Nearest Neighbor (KNN) classifier
[7], Support Vector Machines (SVM) [8], etc. Recently, hybrid systems [9] have been imple-
mented [10, 11, 12, 13, 14] and have shown better performance than single classifiers, e.g.
for HMM/ANN hybrid classifier [13]. However, in hybrid classifiers, the fusion technique
and decision making are usually complex.

Where Artificial Neural Networks (ANNs) are used as one of the classifiers, many param-
eters have to be taken into account for the same and behavior for such varies for the dataset
used and the instance of training. Sometimes the network converges quickly and on other
instances it may take a long time to converge. When SVM is used, the training of the same,
places limits of error rate of the hybrid system.

HMM-KNN hybrid classifiers have been used previously for handwritten cheque recogni-
tion [15]. However, the recognition is holistic i.e. segmentation free and uses a modified
KNN classifier. HMM-KNN classifier combination has also been used for facial expression
recognition [16]. Here, the number of variables passed on to the KNN classifier is very small.

In this paper, an HMM-KNN hybrid classifier has been introduced for Arabic language
OCR. As per the literature survey, this is the first attempt to use a hybrid HMM-KNN
classifier for Arabic OCR. The hybrid system combines pre-HMM-classification with post-
KNN-classification. The approach is segmentation based. Also, the KNN stage borrows
large number of variables from the HMM stage. The merits of the proposed hybrid classifier
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are high accuracy, robustness and simplicity, due to the use of post-KNN-classification
scheme.

The proposed scheme consists of a two-tier system. The first-tier of the hybrid system is a
Part-of-Arabic-Word (PAW) [17] based HMM Classifier, which generates the corresponding
log-probabilities for each PAW image. Once all the PAW images have been classified by the
HMM classifier, the sequence and number of emitted PAWs for the sample word is stored
in an array. The emitted PAW vector is converted into an integer vector, by assigning to
each scalar, a serial number after a simple serial-wise look-up in the overall PAW list for
the dataset. This process is performed for both training set as well as testing set. This is
followed by the second-tier classifier, viz. the KNN Classifier [18, 19, 20], which classifies the
(first-tier output) testing-set integer vectors as neighbors of the (first-tier output) training-
set integer vectors.

An improvement in recognition was noted by following the proposed hybrid scheme over
that while using word-based HMMs for classification of the same dataset. The noted im-
provement stood firm also when a novel two-tier HMM-HMM system was used for classifi-
cation of same dataset. The word images used were obtained from the IFN/ENIT Arabic
Database of Arabic Words [21]. The HMM Classifiers were implemented by using HTK
Toolkit [22, 23]. The KNN Classifier was also implemented using MATLAB.

2. Experimental Investigation
2.1 Preprocessing

The sample words taken from the IFN/ENIT database of Arabic words comprise of three
sets of randomly selected images. Set A had 600 word images (15 words with a total of
39 PAWs). Set B had 400 word images (10 words with a total of 32 PAWs). Set C had
200 word images (5 words with a total of 19 PAWs). Thirty images were used per word for
training and ten images were used per word for testing. The word images were binarized by
using grayscale thresholding having a grayscale range of 0.0 to 1.0 (threshold used was 0.5).
The images were de-slanted and resized to 100x500 pixels dimensions. They were thinned
using the Zhang-Suen Thinning Algorithm [24], after which they were dilated.

The word images were hand-segmented into their respective PAW images. An assumption
of a fairly consistent Arabic Word-to-PAW image segmentation preprocessing system was
made, which is not unusual. Boosting the HMM Classifier was investigated thus. Next,
horizontal flipping of the word images was done. The pre-processed images were divided
in 6-pixel wide non-overlapping vertical frames for feature extraction. The features [25]
extracted for each frame were as follows:

1. f1 : Density of foreground pixels.

2. f2 : Number of black/white transitions between two consecutive frame cells going
from top to bottom:

f2 =

nc∑
i=2

|b(i)− b(i− 1)|. (1)

b(i) is the density level belonging to the i-th cell of the frame. It is equal to 1 if the
cell contains at least one foreground pixel and is equal to 0 otherwise.

3. f3 to f8 : Each feature is the sum of foreground pixels in one of the six vertical
columns in each frame.
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4. f9 to f14 : Six concavity features - Nlu, Nur, Nrd, Ndl, Nv and Nh. Each is the
number of background pixels which have neighboring black pixels in left-up, up-right,
right-down, down-left, vertical, and horizontal directions respectively.

5. f15 to f35 : These are 21 percentile features. At each y-position, the number of black
pixels from the top of the frame was computed. This number was normalized from 0 to
100, thus equating it from 0% to 100% of the total blackness of the frame. y-axis was
also normalized from 0 to 1, also equating it to 0% to 100% of the total height of the
frame. Finally, the total blackness was divided into 21 percentiles. The corresponding
values of percentile height of the frame were the percentile features.

6. f36 to f695 660 raw pixel binary-value based features per frame.

Figure 1 illustrates the pre-processing process.

Fig. 1: Pre-processing stages for a sample word image. Clockwise: de-slanting, binary inversion, skeletiza-
tion, dilation, binary inversion, segmentation into PAWs after removing dots.

2.2 Classification

The HMM Classifier was implemented using HTK. The number of states given to every PAW
HMM varied from 3 to 8, where the number of states was the sum of 3 and the number of
letters in the PAW image. If the sum was more than 8, still 8 states were assigned to the
PAW HMM. This was done in view of the fact that increasing states per HMM above 8 did
not have any appreciable effect on the overall error rate. After sequential recognition, once
the respective highest scoring PAW-based HMMs gave their PAW predictions, the latter
were converted into an integer vector by a simple table-lookup procedure assigning a serial
number to each PAW from the overall list of PAWs in the dataset.

The training set as well as the testing set images were passed through the trained PAW-
based HMMs for obtaining the lookup vectors. After this, the testing set vectors were
classified using k-NN classifier against the training set vectors. Figure 2 illustrates the
proposed Handwriting Recognition System.

Fig. 2: Hybrid Handwriting Recognition System
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For comparison against contemporary schemes, the following experiments were carried
out. The hand-segmented testing set PAW images for each word were concatenated and
afterwards recognized by word-based HMMs which were constructed using the individually
trained PAW HMMs. Further as another experiment in this regard, the training set vectors
were used to train a second set of HMMs to study a novel two-tier HMM-HMM Classi-
fication Scheme. In this scheme, the first tier recognized the PAWs and the second tier
recognized the table-lookup-integer-vectors. To be noted that the second-tier HMM stage
for this classification scheme was trained on the integral numbers obtained from the look-up
procedure.

2.3 Experimental Results

The results of the experimental investigation are summarized in Table 1. It shows classifi-
cation results for the conventional single tier classifier, HMM/ANN Hybrid Classifier and
proposed classifiers, on concatenated images of hand-segmented testing set images.

The word-based HMMs constructed from their corresponding PAW HMMs were used
to classify the testing set word images. The PAW-based HMMs were trained on hand-
segmented PAW images belonging to the training set. The HMM/ANN hybrid classifier
was implemented using the APRIL-ANN Toolkit [26] and on the lines of Boquera, et al.,
[13]. Hybrid HMM/ANN models, with a different number of HMM states and parameters
of Multilayer Perceptron (MLP) were used. The softmax outputs [13] were used as emission
probabilities of the states of the N optical models, where N was number of PAW types in sets
A, B, and C, respectively. Fully connected MLPs of 540 input units (for 60-dimensional
9 feature vectors) were trained. The number of output units is determined by the total
number of states of the N optical models (from Nx3 output units for 3-state HMMs to
Nx8 output units for 8-state HMMs). Also, the number of hidden units was determined
empirically by measuring the mean-square error (MSE) on the validation set. Parameters
like the learning rate and the momentum (for training of MLPs), were empirically tuned
with the validation data.

3. Conclusion
Two novel techniques were discussed to improve the classification accuracy of HMM Clas-
sifiers for Arabic OCR. The word images were taken from the IFN/ENIT Arabic Word
Database. A Hybrid Classification Scheme has been proposed to boost the performance of
conventional HMM Classifiers. The first tier consists of PAW-based HMMs and the second
tier consists of a k-NN Classifier. The k-NN classifier assigns classes to the emitted PAWs
from tier one, after they have been converted to integer numerals by a basic serial-wise
look-up from the overall PAW list of the used database. The performance of the proposed
approach has been found to be better in comparison to the contemporary schemes.

Table 1: Comparison of classification accuracy of proposed scheme with relevant contemporary schemes

Dataset Classification Accuracy
Word-based
HMM

HMM/ANN Hy-
brid

PAW HMMs - In-
teger HMM

PAW HMM-KNN

A 57.33 78.67 82.67 82.67
B 65.00 82.5 81.00 86.00
C 88.00 94.00 86.00 94.00
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